The present study aims to distinguish between two types of medical texts, namely ChatGPT-generated texts and human-written texts, using appropriate academic writing conventions.
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*Abstract*—Grammatically flawless and human-like text material can be produced by big language models like ChatGPT, and a significant amount of ChatGPT-generated texts have been published online. However, rigorous validation is required for medical texts like clinical notes and diagnoses, and incorrect medical content produced by ChatGPT could possibly result in  
to misinformation that seriously harms the public and the healthcare, system. One of the earliest inquiries into ethical and responsible artificial intelligence governance and control (AIGC) is represented by the current investigation.  
The topic at hand has to do with the use of artificial intelligence to produce material for the medical industry. The focus of our current work is on closely examining the differences.  
The difference between the medical literature written by human experts and that created by ChatGPT, as well as the development procedure.  
Utilizing machine learning protocols, it is possible to accurately identify and separate medical texts produced by various sources.  
By expanding on the topic, using formal language structures, and deleting colloquialisms, the informal text "ChatGPT" can be updated to fit academic writing.  
This is the first set of datasets produced by ChatGPT that include writings on medicine that were written by human specialists. The linguistic characteristics of these two forms of content are then analyzed to identify differences in vocabulary, part of speech, dependency, sentiment, confusion, etc. Last but not least, we develop and apply machine learning techniques to identify medical text produced by ChatGPT.
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# INTRODUCTION

Transformer-based [3] language models have revolutionised and popularised NLP since the introduction of pre-trained language models such as GPT (Generative Pre-trained Transformer) [1] and BERT (Bidirectional Encoder Representations from Transformers) [2] in 2018. Large language models (LLM) [4, 5] have recently proven higher performance on zero-shot and few-shot challenges. Users prefer ChatGPT over other large language models because of its ease of use and ability to deliver grammatically acceptable and human-level answers in a variety of disciplines. Since its release by OpenAI in November 2022, ChatGPT has quickly gained significant attention and has been widely discussed in the natural language processing (NLP) community and other fields.

Researchers employed reinforcement learning to balance the cost and efficiency of data annotation and train a big language model that better corresponds with user intent in a helpful and safe manner.  
  
ChatGPT was created using human feedback (RLHF) [6]. The RLHF trains a reward model using a ranking-based human preference dataset, and using this reward model, ChatGPT may be fine-tuned via proximal policy optimisation (PPO) [7]. As a result, ChatGPT can comprehend the meaning and intent of user inquiries, allowing ChatGPT to react to queries in the most relevant and useful manner. ChatGPT's capacity to handle a range of jobs in multiple domains, in addition to aligning with user intent, is another element that contributes to its popularity.

ChatGPT, on the other hand, is a two-edged sword [12, 13]. Misusing ChatGPT to generate human-like content has the potential to mislead users, leading in incorrect and potentially harmful decisions. Malicious actors, for example, can utilise ChatGPT to generate a huge number of bogus reviews that harm the reputation of high-quality restaurants while artificially enhancing the reputation of low-quality competitors. This is an example that could be harmful to consumers [14].  
ChatGPT has also shown an excellent comprehension of high-stakes fields like medical [15], including subspecialties like radiation oncology. [16]. Medical data is often subject to thorough vetting. Indeed, erroneous medical-related information supplied by ChatGPT can easily lead to misjudgment of illness progression, delay in treatment, or significantly impact patients' lives and health [17].

# Litarature Review

The transformer-based language models have demonstrated a strong language modeling ability.Generally speaking, transformer-based language models are divided into 3 categories: encoder-based models (e.g., BERT [2], Roberta [18], Albert [19] ), decoder-based models (eg: GPT [1], GPT2 [20]), encoder-decoder-based models (e.g. Transformers [3], BART [21], T5 [22]). In order to combine biomedical knowledge with language models, many researchers have added biomedical corpus for training [23, 24, 25, 26, 27]. Alsentzer et al. [28] fine-tuned the publicly release BERT model on the MIMIC dataset [29], and demonstrated good performance on natural language inference and named entity recognition tasks.

BERT was improved by Lee et al. [30] using the PubMed dataset, and it now excels at tasks requiring biomedical named entity identification, biomedical relation extraction, and biomedical question-answering. Luo et al. [31] continue pre-training on the bio-medical dataset based on the core of GPT2 [20] and demonstrate higher performance on six biomedical NLP tasks. AgriBERT [32] for agriculture, ClinicalRadioBERT [33] for radiation oncology, and SciEdBERT [34] for scientific education are a few further cutting-edge uses.  
  
Decoder-based LLM has proven to perform exceptionally well on a number of tasks in recent years [16, 11, 9]. LLM has a lot more trainable 2 parameters than earlier language models, including GPT3, which has 175 billion parameters. GPT-3 is more powerful than earlier models thanks to its larger model size, which also increases its language proficiency to nearly human levels [35]. The ChatGPT is a member of the GPT-3.5 series, which improved its RLHF foundation. According to research [15], ChatGPT successfully completes a medical question-answering test with a score comparable to that of a third-year medical student.

III. Risks associated with utilising ChatGPT

Risks associated with utilising ChatGPTOn the Internet, ChatGPT is creating an increasing amount of content. However, there are some possible risks to keep in mind when using ChatGPT. To start, ChatGPT might restrict human ingenuity. ChatGPT has the capacity to debug code or create college-level essays. It is crucial to take into account if ChatGPT will produce original creative work or just repeat material from their training set. ChatGPT has been outlawed in public schools in New York City.

Second, ChatGPT has a knack to create texts of slightly concerning quality that may trick readers, with the ultimate result being a risky buildup of false information [36]. The usage of ChatGPT-generated content is prohibited on StackOverflow, a well-known forum for programmers and developers. because ChatGPT's average accuracy rate is too low and might adversely impact both the website and the people who depend on it for information.

Thirdly, ChatGPT lacks the competence and understanding required to fully and accurately communicate difficult scientific ideas and information. For instance, ChatGPT cannot yet entirely replace human medical writers since it lacks the same level of understanding and competence in the medical industry [37]. Additionally, human medical writers will be in charge of making sure that the information conveyed is accurate and comprehensive and that it complies with ethical and legal requirements; nonetheless, ChatGPT cannot be held liable.

Additionally, there are some ethical concerns that need to be taken into account when using ChatGPT to create medical texts.  
The trained ChatGPT is biassed because training a big language model necessitates a vast amount of data, the excellent quality of which is impossible to ensure. As an illustration, ChatGPT can produce biassed results and reinforce sexist prejudices [38]. Second, ChatGPT could cause the leakage of confidential data. This could be as a result of the huge language model's memory for the training set's privacy-related data [39]. Thirdly, it concerns the legal system.

In this research, we concentrate on the identification of ChatGPT-generated text for the medical domain in order to stop the improper use of ChatGPT to create medical texts and prevent the potential ethical hazards of employing ChatGPT. Through the OpenAI API, we compile content produced by ChatGPT as well as publicly accessible expert-generated medical knowledge. This research has two objectives: 1) How do human-written and ChatGPT-produced medical material vary from one another? Can ChatGPT or human specialists be distinguished from one other when using machine learning techniques to write medical content?
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